Defining an Integrated and Computed Methodology Approach for Sentiment and Psychographic Analysis in Tourism Research
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Abstract

High-performance computational resources and artificial intelligence-based tools can enhance tourism research and marketing. However, a formal methodological approach using digital technologies in this field is still missing. This research work presents the preliminary results of defining an integrated computational methodology in tourism research and marketing. In addition, the paper aims to provide guidelines for a methodological approach leveraging technological resources and Big Data. The proposed research method is based on online User-Generated Content (UGC) analysis through a psychographic approach based on the Big Five Model, Sentiment Analysis, and Machine Learning techniques. The study is supported by high-performance computing resources, artificial intelligence-based tools, and open-source Python-based software for data collection, text analysis, and psychographic attribution. Results show a remarkable performance of the BFF prediction model and confirm the role of personality in the tourists’ decision-making and appreciation of a site. Future developments of this project involve using the acquired structured dataset labeled with sentiment and psychographic attribution to create a further prediction model on tourist segments and appreciation as part of a marketing strategy in tourism management. Future research should push forward the development of further integrated and performing computer-based methodology in tourism research and marketing, leveraging the massive amount of data and the potential of high-performance computing techniques. The main contribution of this research effort is twofold: the definition of a general-purpose BFF/Sentiment Analysis methodology and the development of a prediction model from online UGC based on the Big Five personality traits in the tourism research scenario.
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1. Introduction

Customer profiling and market segmentation based on psychographies may be the foundation of a marketing and communication strategy in tourism. Moreover, digital technologies and procedures can enhance this type of analysis, such as high-performance computational resources and artificial intelligence-based tools. However, a formal methodological approach to using artificial intelligence-based data analysis and knowledge extraction in this field of application is still missing.
The Big Five Factor model is successfully implemented in consumer behavior studies. It is also a suitable marketing analysis, segmentation, and prediction method through Big Data and User-Generated Content (UGC) provided by the Internet and social media. The model, developed by Costa and McCrae (1985), gets back to the idea of personality traits as an explanation of behavior: “Personality traits, in our model, account (in part) for the motives, habits, and attitudes that directly affect behavior, and thus provide instead an indirect explanation of behavior” (McCrae, 1995, p. 242). According to the theory, traits can characterize individual thoughts, actions, and feelings stably and can be quantitatively detected (Costa, 1999). Inspecting the English language to find terms to describe personality traits, Costa and McCrae defined a taxonomy of characteristics based on five primary factors, known as the Big Five or the OCEAN model:

1. Openness to Experience (curiosity, need for variety, imagination, and a wide range of interests);
2. Conscientiousness (self-discipline, organization, persistence, and a need for achievement);
3. Extraversion (sociability, warmth, assertiveness, and a need for excitement and positive experiences);
4. Agreeableness (sympathy, cooperation, altruism, and harmony-seeking);
5. Neuroticism (anxiety, hostility, self-consciousness, impulsiveness, and a general predisposition to experience negative affects).

Albeit with some delay compared to consumer behavior studies, this model has recently become popular (Tsiakali, 2018) and well-accepted (Hu, 2018) in tourism research and marketing. Leri (2020) reports that BFFs are prevailing on other scales in tourism and hospitality research, and Bogicevic (2021) highlights the growing attention to psychographic segmentation leveraging the attribution of customers’ personality traits. Nevertheless, a methodological gap exists in data acquisition, text analysis, and psychographic attribution. The main reason is that the research approach is not along with the current availability of technological resources and Big Data. Digital technologies offer new opportunities in tourism research. Moreover, digital technologies create new innovative tools for marketing purposes (Civelek et al., 2020; Ključnikov et al., 2021). However, their potential is still unexplored due to the lack of community-accepted practices. This scenario calls for a redefinition of research methods, technologies, and procedures, moving the traditional research approach forward.

Here we present the preliminary steps to define an integrated and computed methodology approach in tourism research and marketing. The proposed paradigm is supported by the extensive use of high-performance computing resources and artificial intelligence-based tools (needed for data acquisition, preparation, processing, and interpretation). Leveraging data science techniques for Big Data automatic learning, the proposed approach consists of two separate phases: training and predicting.

We can resume the training procedure in the following steps: 1) To perform the training phase, leveraging a literature-supported method, first, we associated the psychographic analysis based on the Big Five Factor (BFF) Model with a vector-represented sentence dataset. 2) We collected online User-Generated Contents (UCGs), performing the same vectorization done in the previous step. 3) We used Sentiment Analysis and Machine Learning techniques to train a predictive model able to characterize by BFF components a given text.

In the predicting phase, a generic UGC is positioned in a 5-dimension space where each coordinate axis is one of the BFFs. The main contribution of this research effort is twofold: the definition of a general-purpose BFF/Sentiment Analysis methodology and the development of a prediction model from online UGC based on the Big Five personality traits in the tourism research scenario. From the practical implementation point of view, the research design is based on open-source Python-based software for data collection, text analysis, and psychographic attribution. Data collection is conducted by web scraping UGC (users' reviews and ratings) from the TripAdvisor pages of the Archaeological Park of Pompeii, Herculaneum, and Paestum to build an original and domain-consistent dataset. Text analysis is operated with SEANCE - Sentiment Analysis and Cognition Engine, a Natural Language Processing tool. The reference measure for BFFs is adapted from a 300-item inventory based on Costa and McCrae’s NEO-PI-R Facets available in the International Personality Item Pool (IPIP). Finally, BFF assessment is
managed through fuzzy sentiment analysis using Deep Neural Networks. The final result is a structured dataset of processed data from UGC labeled with sentiment and psychographic attribution. Future developments of this project involve using the acquired structured data for a prediction model on tourist segments and appreciation as part of a marketing strategy designed to increase the number of visits to a cultural site or to reallocate tourists from an overcrowded site.

This work is structured as follows: Section 2 presents a literature review on the use of the BFF model in tourism research, knowledge gaps, and the theoretical framework supporting the proposed approach; the tools and methodologies applied in this work for the data collection process, the datasets organization, and, finally, the development of supervised Machine Learning model is described in Section 3; Section 4 introduces the preliminary results of Machine Learning prediction model for BFF attribution; a discussion of results and model performance is provided in Section 5; theoretical contributions, managerial implications, limitations, and further works, are concluded in Section 6.

2. Literature review

Many business studies refer to the BFF model to highlight the role of personality in entrepreneurship (Qin, 2021; Mohammadali, 2019; Petrikova, 2016), leadership (Paulienė, 2012), employee behavior, and motivation (Yousaf, 2019; Ullah, 2020). Among the BFF, Conscientiousness is the trait that recruiters most appreciate in job candidates (Wroblowska, 2015), while creativity (under Openness to experience) is positively associated with entrepreneurship and job satisfaction (Ahmed, 2013). Moreover, Agreeableness, Extraversion, and Openness to experience can enhance organizational attractiveness (Rozsa, 2019). However, despite the diffusion of the BFF model, the taxonomy of personality traits remains an open research area (Wroblowska, 2015; 2019).

This section aims to analyze how the Big Five model of personality is applied in tourism research and marketing from both a theoretical and methodological perspective in the most recent research products from 2015 to 2021. The main focus topics are the use of the BFF model within a methodological research approach, data collection techniques, and the suitability of the instruments used to assess personality traits. Findings mean identifying any knowledge gap and theoretical support for developing an integrated and computational research methodology to leverage the current availability of technological resources and Big Data.

2.1 BFFs considered in tourism research

The most recent literature confirms that the Big Five-Factor model of personality is currently widely applied in tourism research. Some researchers report that previous works only focus on one or two factors of personality (Passafaro, 2015; Kokeny, 2018; Alves, 2020). Nevertheless, from 2015 to the present, most papers consider the whole set of personality dimensions from the Big Five/OCEAN model. Many scholars agree on the moderating role of the Big Five Factors on tourists' motivation (Liao, 2018; Hu, 2018), satisfaction (Delic, 2017; Bogicevic, 2021; Moghavvemi, 2021; Han, 2021), preferences (Delic, 2016; Alves, 2020), intention to revisit a location (Khoi, 2021), affective and cognitive response (Jani, 2015; Hahn, 2018).

The BFF model is often combined with other factors to adapt psychographic segmentation to different research purposes. Additional factors may be grouped into main categories related to: word of mouth (Hu, 2018; Liao, 2018; Tapanainen, 2021; Bogicevic, 2021), tourists' behavior (Tsiakali, 2018; Medina, 2019; Polanco, 2021; Hahn, 2018; Delic, 2016), travel type (Delic, 2017, 2018; Akhrani, 2020; Han, 2021), community behavior (Moghavvemi, 2021; Khoi, 2020; Jordan, 2015), destination features (Jani, 2015; Kokeny, 2018; Leri, 2020; Mesquita, 2018; Wang; 2021). Some scholars also combine the Big Five Factors with other structured models. For example, Tran (2015) applied the five dimensions in
tourist behavior characteristics to explain how personality traits affect customers' choice and satisfaction with different types of recreation. Boodnah (2016) applied the 5E's model for tourists classification to determine how personality traits, coupled with other factors, influence individual appreciation at Port-Louis's 'Porlwi-By-Light' festival (Mauritius). Tsiakali (2018) used the EBM model to find that BFFs support tourists' trust in User-Generated Content (UGC) more than in Marketing-Generated Content (MGC) in the travel decision-making stages. Moghavvemi (2021) and Khoi (2020) considered community factors to examine moderating effects of the BFFs on residents' satisfaction with tourism.

The evidence found in the literature proves that most psychographic studies in tourism research aim to describe tourists' characteristics and behavior. Some scholars discussed the role of personality factors in better understanding tourists' preferences and predicting their travel choices (Akhrani, 2020). Results from the psychographic analysis using the BFF model are considered of utmost importance for marketing (Tapanainen, 2021) and management (Akhrani, 2020) purposes for future development. In agreement with Alves (2020), the descriptive nature of psychographic studies is a limitation that should be overcome. The current availability of data and technologies can answer the need for prediction in the tourism industry. On this trend, some works move forward the analysis step and apply the information retrieved to develop a prediction model on tourist preferences. Within TheRoute project, Mesquita (2018) used the BFF model to define a visitor's profile and allow an intelligent route generation system to suggest personalized routes based on tourists' preferences for the categories of points of interest and personality traits. Alves (2020) related the Big Five personality dimensions with eleven categories of tourist attractions to build a model for a Recommender System that automatically predicts tourist preferences and suggests activities accordingly. Because of the COVID-19 pandemic spread, Polanco (2021) developed a recommendation system to manage crowd levels in interior places or point-of-interests (POI). The recommendation algorithm leverages the BFF model to evaluate a user's personality and predict his/her ratings to the POI proposed, enhancing the decision-making process and trust evolution.

From the above discussion, it is possible to observe that the prediction potential of psychographic analysis with the BFF model remains unexplored. Conversely, most recent works support the concept that the Big Five Factors, possibly combined with other variables, can be used for prediction models.

2.2 Data collection and acquisition methodologies

There is growing interest and discussions on Big Data and the possibilities of current computing technology. Nevertheless, the potential information from unstructured data and User-Generated Content is not effectively exploited in the most used methodologies to acquire and collect information for psychographic analysis in tourism marketing. Questionnaires are the chosen way to gather information for psychographic analysis, even in the most recent works. Questionnaire methodology, with slight differences in the administration method (self-administered, interview, online/email, APP registration), is used in most research in the field. A few studies consider web browsing techniques to collect data from web portals, online platforms, or social media. Rojas (2017) associated the BFFs with ten South American countries to identify their destination personality. Text content was scraped from all web pages (4814 total) of their official English tourism websites and then processed as a single record for each page for computer-aided qualitative and descriptive analysis. Wang (2021) analyzed brand-generated content to assess the personality factors of hotels and peer-to-peer (P2P) accommodation platforms according to the BFF model. Twint, a Twitter scraping tool in Python, was used to obtain a dataset of 33,157 tweets from fourteen P2P and hotel pages. The personality dimensions of each brand were computed through the IBM Watson™ Personality Insights software. Han (2021) examined how the reviewer's personality affected the satisfaction with hotels on TripAdvisor.com. A programmed and customized web crawler was used to collect 43,816 reviews on 751 hotels. Text analysis was performed with a computerized text analysis tool called Linguistic Inquiry and Word Count (LIWC), and the output was submitted to BFF attribution.
Despite being the most used, some scholars agree on the limitations of the questionnaire survey approach. First, a questionnaire's answers can be affected by a social desirability bias. Even when confidentiality of the data and anonymity are assured (Moghavvemi, 2021), individuals may try, deliberately or subconsciously, to present a better image of themselves by reporting false responses (Van de Mortel, 2008). Social desirability response bias is common with questions related to personality and might affect the validity of a test. This risk is taken into consideration in Jani (2015), Verma (2017), Leri (2020), Alves (2020), and Bogicevic (2021). Secondly, questionnaires prepared by English-speaking research teams for non-English-speaking respondents may fall into translation, linguistic, and cultural biases. Back-and-forth translations are done in the questionnaire creation and pre-test phases to avoid or limit linguistic bias, as described in Hahn (2018), Leri (2020), Khoi (2021), Moghavvemi (2021), and Tapanainen (2021). Indeed, cultural and linguistic bias may affect the research results (Jordan, 2015).

A further limitation is the number of samples provided by questionnaire surveys. The size of datasets effectively collected in studies using questionnaires as a data source, after incomplete and invalid responses are excluded, is highly variable, e.g., it may range from 104 samples in Tran (2015) to 997 in Delic (2016). The difference between administered questionnaires and usable responses is substantial; Boodnah (2016) notes that a 50% response rate should be considered a desirable threshold. Hahn (2018) claims that response bias is common when a questionnaire is perceived as too long, and researchers should investigate different methods to overcome this limitation. Sample size does not represent a specific constraint in psychographic analysis based on statistics, as in most of the literature considered in the present review. However, in the case of a prediction model leveraging Machine Learning, a more extensive dataset can lead to more accurate predictions and stable results (Ajiboye, 2015). As reported above, the current availability of appropriate software makes obtaining more data accessible. Moreover, online and social media content language naturally reflects the Big Five personality traits. For these reasons, recent literature is growingly investigating UGC as a more effective and efficient approach for psychological trait assessment (Wang, 2021).

The latest literature highlights the need to overcome the traditional survey approach due to method bias and the need for a massive amount of data. Thus, Web browsing techniques can provide a more extensive and valid psychographic analysis dataset using the BFF model.

2.3 BFF inventories used in tourism research

According to the literature, different scales are used for BFF assessment in research works. A BFF test is usually a variable list of short statements rated in a Likert-scale format according to respondents’ agreement with each item. BFF attribution differs according to data collection methods: questionnaire surveys include a section with BFF items, and the acquired dataset already contains information on the BFFs; web browsing techniques obtain a dataset with no BFF label, and psychological factors are attributed at a later stage. The use of validated inventories confirms the scientific nature of psychographic research. For this reason, the scales applied in tourism research papers are tested and approved in previous studies.

Many measures for the BFF model were developed from the NEO Personality Inventory (NEO-PI) by Costa (2008) and subsequent versions and are currently used in tourism research (Delic, 2017). Goldberg (1990) developed and tested a set of Big-Five markers composed of 100 synonym adjective clusters to define a more economical BFF measure. Later, this and other measurement tools were collected in the International Personality Item Pool (IPIP), an inventory of more than 3000 items and 250 scales for personality assessment collected by the Oregon Research Institute (Goldberg, 1999, 2006). IPIP is a free reference source for psychographies and consumer behavior researchers, and the IPIP website enlists 877 scientific papers using the inventories published between 1999 and 2019. Inventories from Goldberg and the IPIP project are used by Hu (2018), Hahn (2018), and Alves (2020). In addition, smaller inventories have been developed, such as the 44-item BFI (John, 1999) used in Mesquita (2018),
Khoi (2020), and Moghavvemi (2021). The 25-item BFF scale (Yoo, 2011) was employed to prove the influence of personality on travelers’ motivation to use and create consumer-generated media. It was also applied in Jani (2015), Tsiakali (2018), Wu (2019), and Leri (2020). One of the most used BFF measurement models is the 20-item scale (Mini-IPIP) (Donnellan, 2006), specifically designed for a questionnaire survey data collection approach. This inventory is used in Jordan (2015), Kvasova (2015), Delic (2017, 2018), Verma (2017), and Tapanainen (2021).

Literature shows a general tendency to consider a reduced number of inventory items. The questionnaire survey data collection approach induces this trend. Even the studies that apply the NEO-Five-Factor model created by Costa and McCrae (Costa, 2008) use only a limited selection from the original items list, as in Kokeny (2018) and Khoi (2021). The research based on a computed data collection approach diverges from this trend. In Rojas (2017), the complete NEO-Five-Factor set is exploited for destination personality assessment. Han (2021) retrieved his psychographic attribution approach from Yarkoni (2010) to find correlations between semantic categories of textual data processed with LIWC and the Big Five personality traits.

Research in tourism reports the need to contain the number of items in a questionnaire survey as a primary reason for short BFF assessment scales. Khoi (2021) observes that using long scales in a questionnaire can cause boredom, lack of attention and care in the testing sample, and, as a result, affect the reliability of data and the study's validity. Although short scales proved to be a good and reliable instrument for BFF attribution (Gosling, 2003), they do not provide an assessment of lower-order personality facets (Kvasova, 2015). On the contrary, generating higher-level BFF domains from lower-level facets makes comprehensive inventories more useful in some research contexts (Goldberg, 1999). In tourism marketing, lower personality facets appreciable in user-generated and social media content can be considered a driver of consumer choices (Tsiakali, 2018).

Much research has argued that psychographic measurements tailored for a tourism context should replace poorly performing tools (Jordan, 2015). For this purpose, currently available high-performance computational resources can carry out a more advanced text processing (Rojas, 2017). The availability of more significant amounts of data and the need for deeper insights into tourists’ behavior for marketing and management applications call for more specific and rigorous measures (Kvasova, 2015), possibly with psychometrically complex statements (Kokeny, 2018).

Using computational data recollection methods overcomes the need to apply a short BFF inventory. It offers the possibility to exploit the potential of a more vast scale for a more precise assessment of personality domain facets. More extensive scales can provide specific measures for the Big Five Factors and deeper insight into personality traits attribution. Based on the above conversation, we can hypothesize that using a more exhaustive BFF inventory for personality assessment is more effective in a computed methodology approach and can provide a deeper understanding of tourists’ behavior.

Findings in the literature analyzed show a methodological gap in data acquisition, text analysis, and psychographic attribution. Furthermore, current studies do not refer to a shared research path leveraging Big Data availability and technological, computed-aided instruments. Therefore, the methodology proposed in the following sections provides a foundation for further development in tourist behavior studies based on data mining, sentiment analysis, and Machine Learning software.

3. Methods

This section describes the software tools, data sources, data collection techniques, and the dataset creation procedure. The paper aims to provide guidelines for a new methodological approach to tourism research and marketing leveraging technological resources and Big Data. To this aim, we provide a practical implementation of the methodology using Python-based open-source software, publicly available data, and Machine Learning.
3.1 Tools

*Python* is a high-level, multi-paradigm (functional, procedural, and object-oriented) programming language. It is widely used in data science and Machine Learning applications. The Python-based software used to accomplish the primary purpose of this work are:

1. for data gathering and acquisition: Selenium WebDriver;
2. for sentiment analysis: Sentiment Analysis and Cognition Engine (SEANCE);

These resources are freely available, open-source, and downloadable online.

*Selenium WebDriver* is a project embedding a collection of libraries and tools to browse the web automatically. It was developed at the global software consultancy Thoughtworks in Chicago in 2004 by J. Huggins for automatic application testing. It evolved into a web testing framework able to emulate user interaction with the major browsers (Firefox, Safari, Edge, Chrome, Internet Explorer). Due to the possibility of extending the core software with a range of plugins and drivers, this tool supports a whole ecosystem of open-source projects.

*SEANCE - Sentiment Analysis and Cognition Engine* is a Natural Language Processing tool developed by professors S. A. Crossley, K. Kyle (Georgia State University), and D. S. McNamara (Arizona State University) in 2016 (Crossley, 2017). It is easy to use, customizable, and freely downloadable for Mac and Windows. A Python implementation is available open-source on Github. SEANCE turns text into vectors using eight freely available, domain-independent source databases (*General Inquirer, Lasswell, Geneva Affect Label Coder, Affective Norms for English Words, EmoLex, SenticNet, Valence Aware Dictionary for Sentiment Reasoning, Hu-Liu polarity*). In addition, 2725 linguistic micro-features, 20 aggregated macro-features on sentiment, cognition, and social order, a negation control feature, and part of speech (POS) tags are also available. The software processes texts as plain-text (.txt) files in a single input folder. The output is a comma-separated values (.csv) spreadsheet containing all the texts processed, one for each row. The default analysis includes 20 component scores, but it is possible to customize the indices and the individual databases to include, as well as the POS and negation control features. Component score values are Z-score normalized. Complete documentation on SEANCE installation, features, index overview, and a list of all papers citing or using this software are available on the SEANCE web portal.

*TensorFlow* is a programming model for Machine Learning (ML) and Deep Neural Networks implementations. It was developed for internal use as an evolution of a Google Brain project and open-sourced in 2015. It manages the data flow of multidimensional arrays (tensors), setting the communication between different nodes, and represents both the algorithm computation and state in a unified graph (Abadi, 2016). It is currently used in many Google products, such as Search, Maps, and YouTube, and ML applications by different industries and companies. *Keras* is a TensorFlow-based framework providing APIs and layers to make deep learning models faster and more user-friendly.

3.2 Data acquisition and organization

We collected two different datasets from publicly available sources. The reviews dataset is composed of UGC from TripAdvisor reviews and ratings. The BFF dataset comprises text labeled with psychographic attribution and was adapted from the International Personality Item Pool (IPIP). Details on data collection techniques, data processing, and the composition of the output datasets are described below.

3.2.1 The reviews dataset

Investigations on Big Data from social media, e-commerce, and online review sites have generated many online corpora based on UGC, such as tweets, posts, and reviews. Some are also freely
available, such as the Stanford Large Network Dataset Collection (Leskovec, 2016). In the online tourism scene, TripAdvisor can be considered one of the largest travel platforms in the world, with over 859 million user reviews and opinions, as stated on the web portal. Annotated datasets specifically crawled from TripAdvisor were used in Natural Language Processing (NLP) tests on sentiment prediction. Wang (2010) collected a 235,793 hotel reviews dataset to test their model to solve the Latent Aspect Rating Analysis (LARA) problem. From Wang’s publicly available dataset, Marcheggiani (2014) randomly extracted and labeled a set of 442 reviews to evaluate aspect-specific opinions at the sentence level. An extension of this English-only dataset, with the addition of Italian and Spanish reviews, was built by Jimenez-Zafra (2015) to provide a multilingual corpus for aspect-oriented opinion mining.

Some studies used data recollected from TripAdvisor for text and sentiment analysis on an Italian basis. For example, Clarizia (2018) used online reviews to analyze sentiment from users’ experiences in the cultural heritage sites of Pompeii, Paestum, and the National Park of Vesuvius. In addition, Cortese (2019) performed a qualitative-quantitative preliminary analysis on TripAdvisor data to boost cultural and religious tourism in Pompeii. Nevertheless, to the best of our knowledge, no dataset of TripAdvisor reviews on the three most important archeological areas in the Campania region (Pompeii, Herculaneum, Paestum) is currently available.

Figure 1. Data collection from TripAdvisor pages

<table>
<thead>
<tr>
<th>ARCHAEOLOGICAL PARK OF POMPEII</th>
</tr>
</thead>
<tbody>
<tr>
<td>Overall evaluation: 4.5/5</td>
</tr>
<tr>
<td>Total reviews: 22389</td>
</tr>
<tr>
<td>Language: English (11259)</td>
</tr>
<tr>
<td>Rating: 1-5</td>
</tr>
<tr>
<td>Dates: 08/2005 - 10/2020</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>ARCHAEOLOGICAL PARK OF HERCULANEUM</th>
</tr>
</thead>
<tbody>
<tr>
<td>Overall evaluation: 4.5/5</td>
</tr>
<tr>
<td>Total reviews: 7867</td>
</tr>
<tr>
<td>Language: English (4387)</td>
</tr>
<tr>
<td>Rating: 1-5</td>
</tr>
<tr>
<td>Dates: 08/2011 - 01/2020</td>
</tr>
</tbody>
</table>

<table>
<thead>
<tr>
<th>ARCHAEOLOGICAL PARK OF PAESTUM</th>
</tr>
</thead>
<tbody>
<tr>
<td>Overall evaluation: 4.5/5</td>
</tr>
<tr>
<td>Total reviews: 4946</td>
</tr>
<tr>
<td>Language: English (1110)</td>
</tr>
<tr>
<td>Rating: 1-5</td>
</tr>
<tr>
<td>Dates: 10/2010 - 11/2020</td>
</tr>
</tbody>
</table>

Source: authors’ own contribution. Pictures from TripAdvisor.

Due to the need to gather data from online UGC, an original and domain-consistent corpus was built. Data were web scraped from the TripAdvisor pages of the Archaeological Park of Pompeii, the Archaeological Park of Herculaneum, and the Archaeological Park of Paestum, last consulted on 10 Feb. 2021. Data recollection for each archeological site considered reviews written in English and with all rating values (1 to 5, according to the TripAdvisor scale), as shown in Fig. 1.

Han (2021) pointed out that most available scientific literature considered either review rating or review text. On the contrary, a joint analysis of both variables can offer a more accurate insight into tourists’ experience and satisfaction. The variance in the period considered for each site is due to the attempt to get equal reviews for all ratings, despite the total number of reviews difference.

Data was collected by a Selenium WebDriver-based scraper sorting the main elements of the review, extending and improving an already available software component as open-source (Gambino, 2019). Modifications were needed to fit the last upgrades to the TripAdvisor page structure. Addictions to the original software allowed it to manage rating and language selection, previous and next page
navigation, and avoid automatic reviews translation from English to Italian. The final web scraper developed for this research is available on GitHub (https://github.com/Fede83/Scraping-TripAdvisor-with-Python-2020). Data was collected on the posting date, rating, title, body of the review, and the "read more" button, as shown in Fig. 2. No personal information about the reviewer's profile was collected.

Figure 2. TripAdvisor page structure and data selection

![TripAdvisor page structure and data selection](image)

Source: authors' own contribution. Picture from TripAdvisor.

Figure 3. The total number of reviews acquired from TripAdvisor

<table>
<thead>
<tr>
<th></th>
<th>POMPEII</th>
<th>HERCULANEUM</th>
<th>PAESTUM</th>
</tr>
</thead>
<tbody>
<tr>
<td>Rating</td>
<td>Pages</td>
<td>Reviews</td>
<td>Pages</td>
</tr>
<tr>
<td>3</td>
<td>5</td>
<td>25</td>
<td>5</td>
</tr>
<tr>
<td></td>
<td>4</td>
<td>25</td>
<td>4</td>
</tr>
<tr>
<td></td>
<td>3</td>
<td>118</td>
<td>3</td>
</tr>
<tr>
<td></td>
<td>2</td>
<td>37</td>
<td>2</td>
</tr>
<tr>
<td></td>
<td>1</td>
<td>17</td>
<td>1</td>
</tr>
<tr>
<td>Rating</td>
<td></td>
<td>82</td>
<td></td>
</tr>
<tr>
<td></td>
<td></td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Source: authors’ own contribution.

Fig. 3 shows the total number of reviews acquired from TripAdvisor. The considerable disparity among the number of browsed pages and downloaded reviews for each rating and site is functional to build a balanced dataset.

The dataset was created by grouping all reviews from Pompeii (Po), Herculaneum (He), and Paestum (Pa), according to their TripAdvisor ratings, into three sentiment classes to facilitate the neural network analysis and labeling:

1. sentiment 3 or positive includes ratings 4 and 5 (750 reviews);
2. sentiment 2 or neutral corresponds with rating 3 (750 reviews);
3. sentiment 1 or negative includes ratings 1 and 2 (324 reviews).
Within this data structure, negative reviews are distinctly underrepresented. The reviews labeled with sentiment 1 or negative were randomly oversampled to the number of 750 to match classes 2 and 3 and avoid performance errors in the prediction model accuracy caused by an unbalanced dataset, as pointed out by Chawla (2002), t. Although not functional in the current paper, this step is necessary to make the dataset suitable for further research developments. The composition of the resulting dataset, with overall 2250 reviews, is shown in Fig. 4.

Figure 4. Composition of the reviews dataset

3.2.2 The BFF dataset

A second dataset, labeled with the Big Five Factors, was built as a training set for BFF attribution. Data were retrieved from the International Personality Item Pool (IPIP). A 300-item inventory based on Costa and McCrae’s NEO-PI-R Facets (Costa, 2008), with positive and negative keys, was selected among all available resources. Before the SEANCE analysis, the dataset was pre-processed as follows:

1. all items were reworded in complete sentences, adding the first singular and plural personal pronouns, generally the most used pronouns in reviews;
2. negative-key items were converted into positive-key sentences adding negative verb forms or adjectives;
3. the 30 facet labels were grouped in the corresponding Big Five Factors of personality.

The resulting dataset comprises 300 sentences labeled according to the psychographic attribution (Openness, Conscientiousness, Extraversion, Agreeableness, Neuroticism) stated within the inventory.

3.3 Machine Learning models for BFF attribution

In order to perform the two separate phases of the proposed Machine Learning approach for psychographic attribution, training, and predicting, both the BFF dataset and the reviews dataset were vectorized using SEANCE. In this analysis, no one of the individual databases included in SEANCE was selected, all words were analyzed, and the POS and negation control features were taken into account.
The final result consists of two different datasets: a reviews dataset with one column for the number of words, 20 columns for SEANCE component scores, and a label column with the corresponding sentiment; a BFF dataset with one column for the number of words, 20 columns for SEANCE component scores, and a label column with the corresponding BFF. For both datasets, the “number of words” column was intentionally dropped, as this feature is considered not relevant in the present stage of the research. The data flow diagram is shown in Fig. 5.

Figure 5. Data flow diagram

Source: authors’ own contribution.

3.3.1 Training phase: BFF classification model

The BFF dataset was further processed by changing BFF labels to numeric data type and categories and split into an 80% train set and 20% test set. Then, it was used for supervised learning in a multi-class Deep Neural Network (DNN) classification model for BFF attribution. The model, leveraging the Tensorflow/Keras framework, is built as follows:

1. the input layer contains 20 neurons as the 20 SEANCE component scores selected as feature parameters;
2. the first dense layer contains 48 neurons, as a result of a fine adjustment process, and ReLu activation to manage the input weights;
3. the regularization dropout layer prevents model overfitting;
4. the output layer contains five neurons as the different BFF labels and Softmax activation to give a fuzzy output, assigning a decimal probability to each class.

The model architecture is shown in Fig. 6.

The “Categorical Cross Entropy” function computes the loss between the labels and predictions. This class is specifically for a model with a one-hot representation of two or more label classes and floating-point values per feature. The number of epochs is regularized by the EarlyStopping callback, which halts training when the model stops improving. In our model, reiteration stops when validation loss reaches its minimum.
Figure 6. The BFF classification model architecture

Figure 7. Example of an item from the output structured dataset: a review with sentiment and psychographic attribution

Review #14, sentiment 3, BFF: Extraversion

“Massive- spend the whole day walking if you get there by public transport do not listen to the guides by the train station who will tell you to go upstairs to get tickets. Keep walking and you will get there in 2 mins and buy your tickets directly from there. The site is massive, do expect to spend whole day walking around.”

After the fine tuning of the variables, the model hyperparameters are:
1. learning_rate = 0.001;
2. epochs = 4096 (a random deliberately high number that will never be reached due to EarlyStopping);
3. batch_size = 16;
4. validation_split = 0.1.

The model output predicts a decimal probability of the BFF attribution for each item.

The BFF classification model was saved and applied to perform psychographic predictions on the reviews dataset via the Keras predict function. The output predictions generated are a decimal probability of the BFF attribution for each review. Only the BFF label corresponding to the highest prediction value was chosen for each review for data readability reasons. Therefore, this study does not consider the label column with the corresponding sentiment, but it is preserved for future analysis. The final output of this model is a structured dataset of processed data from UGC labeled with sentiment and psychographic attribution. An output example is shown in Fig. 7. The BFF prediction model and the resulting structured dataset are available on GitHub (https://github.com/Fede83/bff).

4. Results

The preliminary results of the BFF classification model showed that a larger train dataset was needed to perform satisfactorily. For this reason, the BFF dataset was augmented, oversampling to 120 items for each class (against the original 60 items per class, 300 total) before the train-test dataset split. Such alteration resulted in a lower test loss and a higher test accuracy. For example, Fig. 8. shows about 80% accuracy on the test set, although we should expect slightly different values each time we run the model.

Figure 8. BFF classification model performance after dataset augmentation

A normalized confusion matrix was built to summarize and evaluate the BFF classification model prediction performance. Such a technique is helpful to get a deep insight into the prediction accuracy and errors for each class in the test set. This confusion matrix comprises the five BFF classes, where the x axis represents the classes predicted by the model. In contrast, the y axis represents the actual classes labeled in the dataset. Values are a relative percentage of the items for each class in the BFF test set. The results in Fig. 9 show a remarkable percentage of correct predictions for each class: 83% for Agreeableness, 88% for Conscientiousness, 70% for Extraversion, 79% for Neuroticism, and 89% for Openness. Further performance evaluation, e. g., using statistical methods or robust indices, is behind the scope of this work.
Figure 9. Confusion matrix on BFF classification model prediction performance (0=Agreeableness, 1=Conscientiousness, 3=Extraversion, 4=Neuroticism, 5=Openness)

Source: the authors’ own contribution.

5. Discussion

Although this paper takes an essential step towards defining a methodological paradigm in tourism research and marketing, there is a significant limitation due to the number of items in the BFF inventory. Therefore, the BFF classification model dataset was oversampled from the original 60 to 120 items for each class to achieve a better model performance. Further tests showed better results for loss and accuracy values for a higher data oversampling index, as shown in Fig. 10.

The downside of the oversampling technique is that the model reiterates the same items, raising the risk of overfitting. This result suggests that using a more extensive inventory as the full NEO-PI-R (Costa, 2008) and subsequent versions may improve the Machine Learning classification model. Moreover, leveraging the availability of UGC on online platforms, a more extensive reviews dataset could also avoid the need to oversample an imbalanced dataset and provide a deeper insight into tourists’ segments and preferences.

Observations of the BFF prediction model results confirm the distinctive characteristics attributed by Costa and McCrae (1985) to each BFF and prove a connection between personality and reviewer satisfaction. For example, the Openness trait is identified by curiosity, need for variety, imagination, and a wide range of interests. Furthermore, the reviews labeled with Openness are the most numerous in the final dataset: this shows the willingness of their authors to travel abroad and discover different cultures. Indeed, although reviewers’ nationality is not a type of data collected in this study, it is highly improbable that an Italian would write a review on a touristic site in Italy in a language other than Italian.
Moreover, most Openness-labeled reviews are associated with positive sentiment (sentiment 3): this shows an aptitude to overcome the unfamiliarity of a new place for the sake of experience and knowledge. The high number of visitors is consistent with Alves’s (2020) analysis which demonstrates that individuals characterized by Openness to Experience prefer visiting museums and enjoying historical artifacts and are satisfied with aesthetic experiences. The high sentiment rank is in line with findings on the positive influence of Openness in interest-type travel curiosity (Jani, 2014). Results comply with Han’s (2021) demonstration of the positive impact of this personality trait on overall travel satisfaction and the content and rating of online reviews.

Table 1. BFF prediction model results

<table>
<thead>
<tr>
<th>BFF</th>
<th>Sentiment 1</th>
<th>Sentiment 2</th>
<th>Sentiment 3</th>
<th>Total</th>
</tr>
</thead>
<tbody>
<tr>
<td>Openness</td>
<td>201</td>
<td>254</td>
<td>388</td>
<td>843</td>
</tr>
<tr>
<td>Conscientiousness</td>
<td>139</td>
<td>118</td>
<td>153</td>
<td>410</td>
</tr>
<tr>
<td>Extraversion</td>
<td>96</td>
<td>147</td>
<td>122</td>
<td>365</td>
</tr>
<tr>
<td>Agreeableness</td>
<td>59</td>
<td>75</td>
<td>59</td>
<td>193</td>
</tr>
<tr>
<td>Neuroticism</td>
<td>255</td>
<td>156</td>
<td>28</td>
<td>439</td>
</tr>
</tbody>
</table>

The second most represented BFF in the result dataset is Neuroticism, which is associated with the highest number of negative reviews (sentiment 1). This result confirms the general predisposition of people identifying with this psychological trait to experience negative feelings and anxiety, probably caused by impulsiveness in the trip planning or a lack of predisposition to overcome inconveniences in an unfamiliar place easily. The findings are consistent with previous studies. The high number of visitors rated high on Neuroticism confirms that these individuals prefer to choose well-known and tested destinations more than try something for the first time (Kahle, 2005). Nevertheless, the low sentiment rate suggests that these individuals may enjoy more predictable and controlled vacation activities, like going to the beach, swimming, and sunbathing (Delic, 2016). This result is also in line with Khoi’s (2021) confirmation of the moderating role of Neuroticism in the travel experience and the negative influence of this trait on travel inspiration and emotional response.

A summary of findings is shown in Table 1.
Personality plays a role in the tourism decision-making process, in the disposition to share one's own experience online, and in appreciating the site visited. For this reason, the definition of users according to the Big Five model may provide a deep insight into travelers' profiling and segmentation.

Despite being considered demanding in terms of dataset preparation, model development, and testing, ML classification seems suitable for content and sentiment analysis in a skyrocketing unstructured data availability scenario (Kirilenko, 2017). Our preliminary results show an overall remarkable performance in classification, and prediction shows coherence with manual psychographic attribution made in previous studies using traditional BFF assessment inventories. The novelty of the proposed approach is to put together well-grounded psychological theory, high-performance computing techniques, and open source tools in a one-of-a-kind methodology to contribute to the advancement in tourism and marketing research.

6. Conclusion

This study answers a methodological gap in tourism research and marketing, proposing the application of the Big Five Factor model, data collection techniques, and personality assessment tools within a methodological research approach. The availability of online UGC and high-performance computational resources supports the proposed paradigm.

The methodology described in this paper and the related results from the reported use case imply a twofold novel contribution to the advance of knowledge about the use of artificial intelligence in tourism and services: theoretical contributions and managerial contributions.

Regarding theoretical contributions, first, a general-purpose BFF/Sentiment Analysis methodology was defined to develop a psychographic assessment model leveraging only open-source, freely available instruments, such as SEANCE and IPIP. To the best of our knowledge, no correspondence existed between SEANCE component scores and the BFF model, unlike other paid sentiment analysis software, e.g., the BFF attribution to the Linguistic Inquiry and Word Count (LIWC) output by Yarkoni (2010). Second, the new opportunities currently offered by technological resources and Big Data are still unexplored in tourism research and marketing, different from consumer behavior studies. Therefore, this scenario calls for a redefinition of research methods, technologies, and procedures, moving forward with the traditional approach. Based on the examined literature, this study is one of its first kind to apply computed data recollection from online UGC to build a prediction model based on the Big Five personality traits and user preferences in the context of an Italian tourism scenario. Moreover, when publicly released, the produced datasets represent a valuable data source that can be reemployed in future research studies.

Market segmentation and customer profiling proved crucial as demand, offer, and communication currently act at a microtargeting level. However, UGC analysis and psychographic attribution can offer a deeper insight into tourism targets and boost data-driven, actionable strategies, from tourism marketing and communication to territorial management. Regarding managerial contributions, the development of this work can involve different fields, from planning an advertisement campaign to improving strategic management of a single cultural heritage site, a cluster of similar sites, or at a regional level. For example, it may be the foundation of a marketing strategy designed to increase the number of visits to a cultural site or to reallocate tourists from an overcrowded site, promoting cooperation among different territorial stakeholders and providing a more sustainable, safe, and satisfactory travel experience. Moreover, the methodological paradigm proposed, unlike customer analysis and segmentation operated by private organizations specialized in buyer personas profiling or by big business platforms (Facebook/Meta for Business, Google Ads and Analytics), allows one to keep complete control of data and manage data analysis according to the individual needs and plans of action.
Future research should push forward the development of further integrated and performing computer-based methodology in tourism research and marketing, leveraging the massive amount of data currently available and the potential of high-performance techniques.

In the present research stage, a structured dataset of UGC labeled with sentiment and psychographic attribution has been produced. Although the classification and prediction performance gave remarkable preliminary results, further confrontation with human, statistical, and other automated classification and rating systems is needed to assess the model's accuracy and efficiency. Future developments of this work involve using such an acquired structured dataset for a prediction model on tourist segments and appreciation as part of a marketing strategy designed to increase the number of visits to a cultural site or reallocate tourists from an overcrowded site.
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